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Abstract: The rise of artificial intelligence (Al) as a technological and cognitive phenomenon challenges the
foundations of classical epistemology. This article examines Al not merely as a computational artifact, but as a
potential epistemic agent whose operations intersect with, mimic, or disrupt established models of knowledge. By
analyzing the compatibility and tensions between Al systems and the major epistemological paradigms—
rationalism, empiricism, and constructivism—we attempt to clarify the ambiguous status of Al within the framework
of contemporary theory of knowledge. Special attention is given to the ontological and phenomenological
constraints of machine cognition and the implications for our understanding of truth, justification, and belief.
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HCKYCCTBEHHBI UHTEJUIEKT U ET'O SIIMCTEMOJIOTHYECKHUHN CTATYC
Koxoxapy H.U. (Poccuiickasa Pegepanns)

Koorcorxapy Hamanus Heopesna — cmapwuii npenodasamens
gunocogckuii paxynomem
Tocyoapcmeennulii akademuyeckuil yHUSepcumenm 2yMaHumapHuix Hayx,
2. Mockesa

AHHomauu}l: pocm UCKYCCMBEHHO2O0 UHRmMEIEKma (HH) KAaK mexXHOoJlocu4eCcKo20 U KOSHUMUBHO20 d)eHOMeHa
6pocaem 6b1308 OCHOBAM KIACCUYECKOU snucmemonocuu. B smoii cmamope HHpaCCMampueaemc;z He npocmo Kak
BbIUUCTUMETbHBLI apmeqbakm, HO Kak I’lOme’-lL/{ua/Zbelljl SnucmemMusecKull daceHnm, onepayuu  Komopoco
nepecekaiomcs, umumupyrom uiu Hapywarom ycmosaeuiuecs MOO0enu 3HAHUS. AHCUZLBupyﬂ cosemecmumocms u
npomueopevus MleC()y cucmemamu UU u ochosHbIMU dnUCmMeMONI02UYeCKUMU napadueMamu — pAyuUoOHRAIUIMOM,
IMAUPUSMOM U KOHCMPYKMUBUSMOM — Mbl NblMAEMCA NPOACHUNb HEOOHO3HAYHDbILL cmamyc umn s pamkax
CngeMeHHOﬁ meopuu  nNnO3HAHUA. Ocoboe eHumarue y@eﬂﬂemc,q OHmoJlocuyecKkum u (ﬁéHOM@HO/ZOZuHeCKMM
02PAHUYEHUAM MAWUHHO20 NO3HAHUA U NOCIeOCMBUIM OJIsl HAUEe20 NOHUMAHUSL UCMUHDBL, obocHosanus u 6epbl.
Knroueevie cnosa: uCKyCCWlGeHHblﬁ uHmennekm, SnUCmMemoocusl, 3HAHRUe, payuoHaIU3M, IMRUPU3M,
KOHCMPYKMUBU3M, MAUlUHHOE 06y‘l€Hu€, KOCHUMUBHOE A2eHnicmeo, anucmemu4eckull cy6beKm, NOHUMAaHuUe.

Introduction: From Cognitive Simulation to Epistemic Agency

Contemporary artificial intelligence has evolved beyond algorithmic automatism and now demonstrates complex
capacities such as pattern recognition, adaptive learning, and even autonomous decision-making. These abilities
invite a reconsideration of AI’s role in the broader epistemological landscape. Is Al merely an extension of human
cognitive tools, or does it possess features that elevate it to the status of an epistemic agent?

Within classical epistemology, knowledge has traditionally been defined as justified true belief, following Plato's
seminal formulation, and further systematized by thinkers such as Descartes, Locke, and Kant. Yet Al complicates
this triad: it produces outcomes that function as knowledge without possessing beliefs or engaging in justification in
the human sense. As Floridi has argued, Al should be considered an "informational agent” rather than a knowing
subject. This distinction foregrounds the need to interrogate the epistemological implications of non-conscious
cognitive systems.

Weak and Strong Al: Cognitive Capabilities without Consciousness Philosophical discourse on Al often
distinguishes between "weak Al"—systems designed for narrow tasks like language processing or visual
recognition—and "strong Al", a hypothetical construct characterized by general intelligence and self-awareness.
While strong Al remains speculative, weak Al is already embedded in knowledge-generating processes.

Examples abound: large language models (e.g., GPT, BERT) generalize data in ways reminiscent of inductive
reasoning; AlphaFold predicts protein folding patterns with superhuman accuracy; AlphaGo demonstrated
unprecedented strategic behavior in the game of Go, outmaneuvering human champions using novel moves
unanticipated even by experts.

These performances raise pressing questions: Can such outputs be called knowledge if their origins are not
understood by either the machine or its human users? Does the absence of intentionality disqualify machine-
generated results from epistemic consideration?

Al and Classical Epistemological Paradigms  AI’s behavior resonates with several foundational theories of
knowledge, though with important qualifications:
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Rationalism. Descartes and Leibniz located the source of knowledge in reason and innate structures. Many
expert systems and rule-based Al models are structured around deductive reasoning, employing formal logic to
derive conclusions from given axioms. In this sense, Al echoes rationalist methodologies, albeit without internal
consciousness or intuition.

Empiricism. Empiricism, articulated by Locke and Hume, grounds knowledge in sensory experience. Al trained
via deep learning operates on similar principles, extracting patterns from large datasets—a process akin to the
acquisition of knowledge through repeated exposure and statistical association.

Constructivism. Constructivist epistemologies (e.g., Kant, Piaget, Vygotsky) emphasize the active construction
of knowledge through interaction with the environment. Reinforcement learning in Al—a paradigm wherein agents
learn by trial and error—can be viewed as a mechanistic analog to constructivist processes’. However, this
construction lacks the self-reflexivity and meaning-making capacity central to human cognition.

Epistemic Limitations: Knowledge without Understanding. Despite these parallels, key epistemological
limitations persist. Al lacks beliefs, intentionality, and self-understanding—attributes traditionally considered
necessary for genuine knowledge acquisition. As John Searle’s Chinese Room argument illustrates, syntactic
manipulation of symbols does not equate to semantic understanding.

Moreover, Al systems do not construct hypotheses or critically evaluate their outputs. They operate within
probabilistic frameworks, optimizing for outcomes rather than truth. This raises epistemic concerns: if Al-generated
conclusions cannot be justified within an interpretive framework accessible to human rationality, can they be
epistemologically valid?

Conclusion: The Ambiguous Epistemological Status of Al. Al technologies challenge the anthropocentric
boundaries of epistemology. While current Al systems perform cognitive functions with unprecedented efficiency,
their lack of intentional states, normative reasoning, and self-awareness restricts their epistemic status. They may
generate data and even produce truths, but without belief or understanding, they do not fulfill traditional criteria for
knowledge.

Thus, Al occupies an epistemologically ambiguous position: it is a powerful tool of cognitive extension but not
yet a cognitive subject. The ongoing task of philosophy is to refine our conceptual frameworks to adequately address
this new form of intelligence—neither wholly alien nor entirely familiar.
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